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Abstract: Recruitment is a primary method of employing candidates for a job 
position and is a prime process of any organization. While this method is still the 
major process, it still lacks speed and accuracy of candidate choice due to the bulk 
and piles of resumes which are submitted for any job position. Consequently, a 
large number of resumes are either ignored or misplaced and only a fraction of 
them gets noticed. This research is aimed at developing a model to summarize the 
resumes by extracting important details which are essential to the recruiter and 
lists them in a file. The paper entails the details of the model for the summarization 
process and compare it with the previous methodologies. The comparison of the 
proposed methodology with the previous methodologies indicates the differences in 
the design and percentage improvement in the performance of the summarization 
process. 
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1. Introduction 

A resume is a document that an applicant submits as a first step to apply for any 
job opportunity. It is also an important part of the candidate application as it briefly 
presents the timeline of the candidate’s profile. Resumes generally contain 
important information such as qualification, professional experience, achievements 
and hobbies [1]. The resume is the backbone of any job application and one 
important way to make leave a positive and strong impression upon recruiter [2]. 
However, not all resumes are well written as many applicants usually submit 
resumes that are very verbose and ponderous and it takes a lot of time for the 
recruiter to go through it and skim the important information. Since, there is no 
standard rule of designing and writing resumes due to which poorly crafted 
resumes are less appealing, hard to understand and catch the eyes of the recruiter to 
pick out important points from the candidature’s profile. For this reason, the 
current search presents a model for the automatic resume summarization using the 
natural language processing techniques for extracting key information from a 
resume and listing them in a file for easy access and quick deliberation. 

Automatic text summarization dates back to the almost 40 years back whose first 
architecture was built on IBM [13]. After which a significant work is done by 
Luhan which suggests to generate the summaries for the text to solve the problem 
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of understanding detailed documents. It emphasizes the importance of generating 
summaries of the documents as they serve as a quick tool to provide the overview 
of the document and thus reduces the time consumption of the reader [12]. 
Summarization process is a complex task which requires deep learning based 
natural language processing techniques [14]. In recent years, the summarization 
approaches using machine learning techniques have proven to improve the 
performance the performance of the summarization tasks [15]. But the problem 
with the summarization approaches is that they simply extract sentences whereas 
the summaries formulated by humans are more coherent and not simply a skim of 
sentences. This indicated the need of advanced approaches that extract passages 
and link them in a coherent manner. Moreover, deep phrase selection, structure 
building and ordering of sentences ae the problems to be addressed in the 
succeeding approaches [16]. The performance of text classification and data 
clustering is reported to be improved by a machine learning approach called as 
particle swarm optimization (PSO). The work of [17] has analyzed the effects of 
feature set on feature selection. Moreover, the significance of learned feature 
weights on the PSO is also analyzed. Furthermore, the learned feature weights 
which are produced by the PSO approach have also been used by the text 
summarization problem [13]. In another work, PSO approach is used to extract and 
classify text from the HTML web pages for [18]. Another significant work of done 
by the PSO approach is the document clustering which is proposed by Cui et al 
[19]. Web documents are reported to be classified using PSO where the terms with 
the highest weights are used as features for classification [20]. Apart from data 
clustering and classification, Swarm intelligence has also been used for the 
automatic text summarization where the text features are scored respective to their 
importance. The results of the study have shown the similarity of the 
summarization produced by the proposed methodology with that of MS word and 
suman summarization [21]. 

The aim of this research is to implement an automatic resume summarization 
model to simplify the process of recruiting that deals with resume checking. The 
resulting system takes resumes in different format for processing and publish a list 
each summarized resumes in a .txt file. In the approach deployed in this work, 
emails are extracted using pattern recognition using python re package; skills are 
mined using some pre-defined texts and are cross-checked with the predefined 
skills document listed in an external csv document. 

The section 2 of the paper presents a review of the previous studies which are 
related to the proposed model, section 3 describes the materials and methods 
needed to implement the proposed model, section 4 describes the results followed 
by discussion and conclusion in section 5. 

2. REVIEW of the RELATED WORK 

Before the past century, resumes were barely in existence and jobs were awarded 
based on some natural qualities, such as relation, blood type (royalty or peasantry). 



JOURNAL OF INFORMATION SYSTEMS & OPERATIONS MANAGEMENT, Vol. 14.2, December 2020 

149 

This is because, jobs were neither coordinated not stratified enough to warrant the 
use of resumes. Proper use of resume or Curriculum Vitaes never really started 
until after the world war, after which such use was almost so normal [3]. The 
summarization methods are generally categorized in three types. i.e. general 
linguistics, statistical and hybrid approach that is the merger of the other two 
categories [13]. 

According to [4], text summarization is the technique of making long pieces of text 
short with the intention to create a coherent and fluent summary having only the 
main points outlined in the document. Additionally, resume summarization is the 
shorting of a full resume or CV listing the personal information, skills and 
experiences. While text summarization can be from unstructured text, resume 
summarization can be from unstructured, semi-structured or structured text. 
Automatic text summarization is achieving text summarization with natural 
language processing in machine learning.  

Some of the approaches used to extract important information from resumes 
include Named Entity Recognition (NER) using Natural Language Tool Kit 
(NLTK), where text blocks are classified into segments which are in turn chopped 
into words and these words are labelled using the Natural Language Tool Kit 
which labels by assigning tags to each word  [5].  

A research by [6] discussed some recent advances in Deep Learning and how the 
techniques is evolving and being applied in every sphere of life including 
document analysis. [7] described how Artificial Intelligences (AI), and the 
applications of Natural Language Processing (NLP) are applied in the recruitment 
industry and how AI is propelling significant automation across the hiring 
processes thereby optimizing the recruitment of quality candidates.  

While a weight-based text summarization was model was proposed by [8] where 
sentences in a document are scored by attaching weights to the different language 
elements (noun, phrases, etc.); [9] applied the summarization heuristics to generate 
variable length summary extract from a single document. In order to evaluate the 
qualities of the generated summaries, the research further compared the original 
documents to the summaries and the experiment revealed that 65% of the 
documents showed less than 10% variance in scores. 

Using a combination of linguistics and machine learning based approaches, [10] 
developed a parsing-specifications separation framework for extracting structured 
information from unstructured resume. The author demonstrated the process using 
one example and opined that it may not work for other formats.  

Using three named approaches, [11] developed a resume summarization system 
using Python for NLP. The system was applied on 200 Data Science applicants 
following three steps. (i) Construction of a dictionary of all the skill sets categories, 
(ii) Development of an NLP algorithm to pass the whole resume and search for the 
words in the dictionary (iii) Count the occurrences of the target words for each 
candidate and aggregate. 
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Creating a summarization system can be very time consuming, as there are no 
standard algorithms for doing this and unlike other Machine Learning fields, 
Natural Language processing does not follow a regular pattern. Existing resume 
summarization systems are largely in use in industries and companies that can 
afford to build such systems as they work entirely based on hard-coded 
programming. 

3. MATERIALS and METHODS 
Fig 1 depicts the architecture of the proposed model for the resume summarization 
system. The input to this model is the domain-specific textual PDF documents of 
resumes that contain multifarious information of the candidate which can be 
fragmented into various parts i.e. personal information, qualification, experience, 
skills, hobbies and achievements. The features from these parts are then calculated 
and the performance of the model is evaluated. The platform requirements for the 
implementation of the proposed system are enlisted as follows. 

a) A stack of resumes in the same format (preferably PDF format) in the same 
directory as the algorithm. 

b) A working anaconda environment. 
c) Installed anaconda libraries.  
d) Jupyter lab  
e) A working model 
f) Test feed. 
g) The importables: csv, re, spacy, pandas, io, pdfminer modules–

PDFResourceManager, PDFPageInterpreter, TextConverter, LAParams, 
PDF page – os, sys, getopt, numpy, beautifulSoup – a bs4 module, request, 
en-core-web-sm. 

Fig 1. Design architecture 
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Fig 2 shows a resume sample (downloaded from the source reddit.com) that 
consists of various kind of information of the resume owner. The working of the 
proposed model is explained in Fig.3 which depicts the dynamic flow of the 
activities needed to be performed for the implementation of the proposed system 
model. 

 

 
Fig. 2. A sample resume downloaded from the source reddit.com 
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Fig. 3. Activity Flow 

 
Fig 4 depicts the flow chart of the proposed model that describes the step by step 
implementation of the proposed auto resume summarization model. The Algorithmic 
specifications of each step are defined as follows. 
 01 | Start 
02 | Import the importables.  
03 | Select files that contain technical skills and non-technical skills 
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04 | Collect all resumes 
05 | Pick next resume 
06 | Extract Name, Phone Number and Email address. 
07 | Convert the list of all predefined technical skills into an array. 
08 | Check for skill in array. 
09 | Save skills. 
10 | Convert the list of all predefined non-technical skills into sets. 
11 | Check through the resume for any non-technical skills  
12 | Save the non-technical skills. 
13 | Go to 05 unless resume is exhausted. 
14 | Display a data frame for each and convert to csv format. 
15 | End 

 

 
Fig 4. Flow chart of the proposed model for auto resume summarization  
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4. Results 
 
The low-level specification of the summarization model consists of four integrated modules 
i.e. conversion, extraction general and resume list module. The detailed implementation and 
results of the proposed resume summarization model is described in the following 
subsections. 
 
4.1 Conversion Module 
 
Fig 5 describes the python code implementation of the conversion module that is used to 
convert pdf documents into plain text. The conversion module is used to convert pdf into 
texts. It holds to arguments which are the filename and the number of pages whose default 
is “None”. 

 
Fig. 5. Conversion module of the resume summarization model 

 
4.2 Extraction Modules 
 
The extraction modules of the proposed resume summarization model are of three types i.e. 
name extraction module, phone number extraction module and email extraction module. 
Fig 6 describes the python code implementation of the name extraction module of the 
resume summarization model. Fig 7 describes the python code implementation of the 
extraction modules of the phone number and email from the resume documents. The 
functionality of each extraction module is described as follows. 

 
a) Name Extraction Module: This module extracts the name of the resume owner. 
b) Phone Number Extraction Module: This module extracts the phone number on 

the resume.  
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c) Email Extraction Module: This module extracts the email address on the resume. 
 

 
Fig. 6. Name extraction module of the resume summarization model 

 

 
 

Fig. 7. Phone Number and Email Extraction modules of the resume summarization model 
 
4.3 General Module 

Fig 8 describes the python code implementation of the general module of the proposed 
resume summarization model. This module includes all the operations that are used by the 
other modules. 

 
Fig. 8 General module of the resume summarization model 
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4.4. Resume List Module 
 
Fig 9 describes the python code implementation of the resume list module of the resume 
summarization model. This module acquires all the resumes that are needed to be 
summarized. 

 

 
Fig. 9. Resume list module of the resume summarization model 

 
5. Discussion and conclusion  

A resume is an important part of the recruitment procedure of any organization as it briefly 
presents the timeline of the candidate’s profile. Resumes generally contain important 
information such as qualification, professional experience, achievements and hobbies [1]. 
This information is important for the recruiter to document and help in making a valid 
decision for the candidate. For this reason, there is a need to summarize the resumes for the 
ease and convenience of the recruiters. Summarization of resumes is concerned with the use 
of natural language processing techniques for extracting key information in a resume and 
listing them out for easy access and quick deliberation.  
 
Text summarization is an approach that makes the long pieces of text short with the 
intention to create a coherent and fluent summary having only the main points outlined in 
the document. Additionally, resume summarization is the shorting of a full resume or CV 
listing the personal information, skills and experiences. While text summarization can be 
from unstructured text, resume summarization can be from unstructured, semi-structured or 
structured text. Automatic text summarization is achieving text summarization with natural 
language processing in machine learning [4].  Previous studies have presented some 
approaches that extract the important information from resumes include Named Entity 
Recognition (NER) using Natural Language Tool Kit (NLTK), where text blocks are 
classified into segments which are in turn chopped into words and these words are labelled 
using the Natural Language Tool Kit that labels by assigning tags to each word [5]. Swarm 
intelligence is another approach that is used for analyzing the performance of text 
classification and data clustering using particle swarm optimization (PSO) which is also 
used for the text summarization problem [13]. It is also used for the extraction and 
classification of text from the HTML web pages [18, 20]. Web documents are reported to 
be classified using PSO where the terms with the highest weights are used as features for 
classification [20]. Apart from data clustering and classification, Swarm intelligence-based 
approaches i.e. PSO has also been used for the automatic text summarization [21]. 

Despite a lot of techniques have previously been presented for the automatic text 
summarization problem, however an efficient resume summarization model will require a 
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very large dataset of different skills in order to produce an accurate result. Developing a 
summarization model can be very time consuming and tedious, as there are no standard 
algorithms for doing this and unlike other Machine Learning approaches, Natural Language 
processing does not follow a regular pattern. Existing resume summarization systems are 
largely in use in industries and companies that can afford to build such summarization 
systems as they work entirely based on hard-coded programming. 
 
This paper presents a natural language processing-based model for the auto summarization 
of the resumes. The input to this model is the domain-specific textual PDF documents of 
resumes that contain multifarious information of the candidate which can be fragmented 
into various parts i.e. personal information, qualification, experience, skills, hobbies and 
achievements. The features from these parts are then calculated and the performance of the 
model is evaluated. The low-level specification of the summarization model consists of four 
integrated modules i.e. conversion, extraction general and resume list module. Each module 
is implemented in Python and is used to either extract or summarize certain information of 
resume. 
 
It is concluded that as the resume summarization system can be time consuming and 
existing machine learning approaches i.e. Natural Language processing does not follow a 
regular pattern due to which a generalized summarization model is not an efficient solution.  
It is further interpreted that the different skillset is needed in the different recruitment areas 
that is why the data that works for one industry might not work for another especially when 
the both industries specialize on different things. Hence, a generalized model for the auto 
summarization of resumes might not work well in all industries and more specialized or 
customized model is needed to work well for various industries. 
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